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Abstract

This paper proposes a suite of rationality measures
and associated theory for reinforcement learning
agents, a property increasingly critical yet rarely
explored. We define an action in deployment to
be perfectly rational if it maximises the hidden
true value function in the steepest direction. The
expected value discrepancy of a policy’s actions
against their rational counterparts, culminating
over the trajectory in deployment, is defined to
be expected rational risk; an empirical average
version in training is also defined. Their differ-
ence, termed as rational risk gap, is decomposed
into (1) an extrinsic component caused by envi-
ronment shifts between training and deployment,
and (2) an intrinsic one due to the algorithm’s
generalisability in a dynamic environment. They
are upper bounded by, respectively, (1) the 1-
Wasserstein distance between transition kernels
and initial state distributions in training and de-
ployment, and (2) the empirical Rademacher com-
plexity of the value function class. Our theory
suggests hypotheses on the benefits from regu-
larisers (including layer normalisation, /o regu-
larisation, and weight normalisation) and domain
randomisation, as well as the harm from environ-
ment shifts. Experiments are in full agreement
with these hypotheses. The code is available at
https://github.com/EVIEHub/Rationality.

1. Introduction

Reinforcement learning is rapidly advancing toward human-
level capabilities in many domains, such as robotics
(Nguyen & La, 2019), autonomous vehicles (Feng et al.,
2023), finance (Liu et al., 2022b), and reasoning in large
language models (LLMs) (Shao et al., 2024). They are in-
creasingly embedded in real-world, high-stakes systems that
directly impact human lives and social fabric. For example,
we can expect to share public roads with autonomous vehi-
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cles in the near future; in financial markets, reinforcement
learning already accounts for a substantial proportion of
trading activities. The increasing penetration of reinforce-
ment learning agents in society calls for an understanding
of their behaviours through the economic lens. Rationality
is fundamental to this end: it characterises the capability of
agents to make decisions that maximise their utilities given
accessible information, making it possible to economically
study agent behaviour (von Neumann & Morgenstern, 1944;
Dayan & Daw, 2008; Sen, 1994).

However, the rationality of reinforcement learning is rarely
touched on in the literature. To address the issues, this paper
proposes a suite of rationality measures for reinforcement
learning agents and develops theory based on the measures.

We mathematically define an action to be perfectly rational
if it maximises the actual value function (though it might
be unknown) in the steepest direction. An agent can not be
perfectly rational, i.e., of bounded rationality (Simon, 1990;
Conlisk, 1996), leading to loss in action-value function,
defined as rational value loss. This paper is particularly
interested in the rationality in deployment (or “inference”).
Cumulating the expected rational value loss over the trajec-
tory in inference, we define an expected rational value risk.
This measure is not directly accessible; we then define an
estimator, empirical rational value risk, to be the empirical
average version in training. Their difference, termed ratio-
nal risk gap, measures the rationality of agents in deploy-
ment, given their observable behaviour in training, which
is central in the theoretical development in this paper. To
note, this suite of measures takes a “local and immediate”
perspective: an action is defined to be rational if this individ-
ual move is optimal, given all information available at that
time. This setting coincides with a large volume of literature
in economics, such as Sen (2002); Gershman et al. (2015).

The rational risk gap is decomposed into two components:
(1) an extrinsic rational gap, caused by the environment
shifts between training and deployment, and (2) an intrinsic
rational gap, determined by the algorithm itself. This de-
composition provides a lens for understanding the sources
of sub-rationality. We prove that the two components are
upper bounded as follows. The extrinsic rational gap is
bounded by Ly H - Wi (pl), po) + H2Ls(L, +1)- Wi (p', p),
relying on the 1-Wasserstein distance W3 (pg;7 po) between
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initial state distributions pg in inference and pyg in training,

1-Wasserstein distance W1 (pf, p) between transition kernels
pl in inference and p in training, Lipschitz constant L of
the mapping from state to value function, Lipschitz constant
L, of the mapping from transition kernel to its induced
state distributions, and horizon H of an episode. This term
may help understand the sim-to-real transfer challenge (Da
et al., 2025). The intrinsic rational gap has an upper bound

LuH/Tog|[A] + 27 Ry (On) + 3H2/ 220 for
any 6 € (0, 1), with probability at least 1 — ¢, relying on the
empirical Rademacher complexity of value-function class
O, Lipschitz constant Ly of the mapping from policy 7
to its induced state distribution, the action space cardinality
|A|, and the training episode number 7.

Our theory suggests empirically testable hypotheses: (1)
regularisers, including layer normalisation (Ba et al., 2016),
{s-regularisation, and weight normalisation (Salimans &
Kingma, 2016) control the hypothesis complexity of value
function class, contributing positively to rationality; (2) do-
main randomisation (Tobin et al., 2017) improves robustness
across environments, also making benefits to rationality, and
(3) environment shifts between training and deployments,
are harmful to rationality. We conduct experiments to ver-
ify these hypotheses, employing Deep Q-Network (DQN)
(Mnih et al., 2013) on the Taxi-v3 (Dietterich, 2000) and
Cliff Walking environments (Sutton & Barto, 2018). The
empirical results are in full agreement with the hypotheses.

To our best knowledge, this work is the first to develop
a mathematical framework for measuring the rationality
of reinforcement learning agents, indicating sources of ir-
rationality. Our theory sheds light on understanding and
improving the rationality of reinforcement learning, which
is increasingly critical in this era, as we are inevitably and
irreversibly marching into a human-Al co-existing society.

1.1. Related Works

Rationality of machine learning Efforts to study the
rationality of machine learning are seen in the literature.
Valiant (1995) proposes a philosophical definition: rational-
ity is the ability to abstract and utilise available information
to understand, predict, and control the environment, with a
probably approximately correct (PAC) style criterion. Abel
(2019) provides a formal characterisation for bounded ra-
tionality of reinforcement learning, showing that rational
decisions depend on how agents represent environments,
balancing simplicity and predictive accuracy. Analysing be-
havioural data from human participants, Evans et al. (2025)
introduces the Wasserstein distance between the learned pol-
icy and prior as a constraint to model bounded rationality in
reinforcement learning. Despite these conceptual formalisa-
tions and empirical works, a theoretical framework remains
absent, summarised by Macmillan-Scott & Musolesi (2025).

Generalisability of reinforcement learning Generalisa-
tion in reinforcement learning is more subtle than in super-
vised learning because here data is generated by correlated
trajectories, and learned policies influence observation. Ex-
isting papers establish within-environment guarantees in
finite MDPs via PAC and regret analyses (Strehl et al., 2009;
Jaksch et al., 2010; Azar et al., 2017); and approximate
dynamic programming characterises how estimation and
approximation errors propagate through Bellman backups
(Munos & Szepesviri, 2008). More recent work replaces de-
pendence on state space with structural complexity measures
for rich observations, e.g., Eluder Dimension and Bellman-
type ranks (Russo & Van Roy, 2013; Jiang et al., 2017; Sun
et al., 2019; Jin et al., 2021). For deep reinforcement learn-
ing, Liu et al. (2022a) casts temporal-difference error as a
generalisation problem under neural function approxima-
tion; and Wang et al. (2019) analyses the generalisation gap
in the reparameterisable settings.

2. Preliminaries

Episodic Markov decision process (EMDP) Suppose an
agent, at state s € S, takes an action a from a finite space
A that transits her to state s sampled from transition kernel
p(- | s,a) € A(S), and then receives an immediate reward
r. The action is sampled from policy 7 € II, 7 : § —
A(A), relying on state s. We assume the learning process is
“episodic”: agents, in every episode, start at initial states s;
drawn from distribution po(-) € A(S), run for H time steps
(i.e., the horizon), and yield returns ZhH:1 ry, (rp, € 0, 1]).
Intermediate policies m; = {7} }/L | are generated during
the training of T" episodes in total. Given a policy 7 and a
transition kernel p, a trajectory s, ;; = (s}, 8}, 41, »5p)
is taken in episode t¢. This setting is termed EMDP M =
(87 A H, {Th}thp {ph}}lj=17p0)~

A policy can be evaluated by action-value function

Qr(s,a) = Ei [Zf{:h ri|sn=s,an = a} and value
function V;7(s) = E, {Zf:h ri | sn = s]. A termi-
nal condition V;7 ,(s) = O indicates that no reward

is gained beyond the horizon H. Value functions
are recursively defined, governed by the Bellman equa-
tions: V7(s) = Equrs)[@F(s,0)], Qf(s,a) = r +
Eonpn(ls,) [V}ZT+1(5/)]'

Training-to-deployment shifts Suppose the training en-
vironment has transition kernels p = {pj, }}__; and an initial
state distribution py. A policy 7 induces a state distribu-
tion Dj, at time step h, termed state distribution in train-
ing (Cobbe et al., 2020; Wang et al., 2020). Similarly, the
deployment environment has different transition kernels
p’ = {p/}_, and initial distribution p, under which a
state distribution in deployment D;’T is induced.
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Following Liu et al. (2022a); Wang et al. (2019), this paper
assumes the episode independence, defined as below,

Assumption 1 (episode independence). For any ¢t =
1,...,T, state sz is sampled from a distribution D,Tl”, i.e.,
st ~ Dyt The variables s};'7 = {s! }]_, are independent,
but not necessarily identically distributed.

In this setting, the objective of a reinforcement learning
algorithm is to find an optimal policy 77* that maximises the
expected rewards over the trajectory in deployment:

ot = argrp&%{Esth}{'* [Vhwﬂr(sh)}

This paper employs Wasserstein distance (Kantorovich,
1960; Villani, 2008) to measure environment shifts.

Definition 1 (p-Wasserstein distance). Let S C R be a
metric space equipped with a distance function d. p and
v are two probability measures on S. For any p > 1, the
p-Wasserstein distance between p and v is defined to be

W (p,v) = (inf/sw d(%y)pdv(w,y))l/p,

Y

where the infimum is taken over all joint distributions y on
S x & whose marginals coincide with x4 and v.

We employ the Total Variation (TV) distance to measure the
distance between policies (Boucheron et al., 2013).

Definition 2 (Total Variation (TV) distance). The TV dis-
tance between two distributions p, v is defined as,

1
(1) £ sup 2 |u(z) — v(x)].
zeX

The TV distance can be controlled by the Kullback-Leibler
(KL) divergence (Pinsker, 1964).

Definition 3 (Kullback-Leibler (KL) divergence). The KL
divergence between two distributions p, v is defined as,

KL(l) 2 3 u(z)log 22,

= v(z)

Hypothesis complexity Let the class of value functions be
On £ {s+— Qj(s,a}) : m € II, h € [H]}. For brevity,
we use f(s) = Qi(s,af) £ QF (s,a}). Rademacher
complexity, and its empirical version (Bartlett & Mendel-
son, 2003), are employed to measure the hypothesis com-
plexity. We define the empirical version here, and present
Rademacher complexity in Appendix C.

Definition 4 (empirical Rademacher complexity). Let F C
RS be a function class and s*" = {s'}7_, be a sample
set. Let 0™ = (0!, ..., 0™) be independent Rademacher

random variables. The empirical Rademacher complexity
of F on the sample set s*" is defined as

R(F,s'm) & lEo-l:n lsupiaif(si)] .

K fer iz

3. Rationality Measures

This section defines a suite of rationality measures for rein-
forcement learning. To note, we are particularly interested
in the rationality in deployment. Intuitively, training pro-
cesses usually employ gradient descent, or its variants, that
optimise objectives in the steepest direction. In light of
this, the rationality in training can be characterised by the
discrepancy between the hidden actual value function and
the objectives in optimisation.

3.1. Rationality Measures

We first define perfectly rational actions. For brevity, we
also call them rational actions if no ambiguity is caused.

Definition 5 (perfectly rational action). An action a; is
called perfectly rational, if its policy maximises the true
value function of the state sj, at the time step h:

a5, ~ (- | sp); 7° = argmaxE,, wx {QZ’T(sh,ah)} .
well

Remark 1. As mentioned, the main goal is to study the
rationality in deployment, which is not episodic.

A reinforcement learning agent may be of bounded ratio-
nality; i.e., the agent does not always take rational actions.
This incurs rational value loss, defined as below.

Definition 6 (rational value loss). Let pf, p}L) denote the
transition kernel and initial state distribution of the inference
environment. The rational value loss of action aj, drawn
from policy 7 € II at step & is defined as:

ﬁ(a;{, Sh) £ Q;:T(sha aioz) - QZ’T(sha a;'zr)

From the definitions, we directly prove Lemma 1.

Lemma 1. If an action is perfectly rational, its rational
value loss is zero.

We then define expected rational value loss in deployment.
Definition 7 (expected rational value loss). Given state
distribution in deployment DZ’T induced by the optimal
policy 7*, the expected rational value loss of any policy 7
at time step h is defined as:

Ri(m) 2 By, _pet [ @5 (sn05) = Q3 (s 0)] -
The inference environment is supposed to be unknown; thus,

the expected rational value loss is usually inaccessible. We
then define an empirical version in training.
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Definition 8 (empirical rational value loss). Suppose an
agent is trained by 7" episodes, taking a sequence of states
{s! }I_,. Let p, po denote the transition kernels and initial
state distribution of the training environment. The empirical
rational value loss of a policy 7 at time step & is defined as
the average over the T' episodes, as below,

T
1 . =
= Z Qj,(sh- ap,) Qh(szvah)]'

T

By cumulating the expected and empirical rational value
loss over a trajectory, we define expected rational value risk
and empirical rational value risk as follows.

Definition 9 (expected rational value risk). Let DZ’T denote
the state distribution in deployment, at step h, induced by
the optimal policy 7*, transition kernels pT, initial state
distribution pg. The expected rational value risk of a policy
7 over a trajectory of horizon H is defined as:

H

R(m) 2 S E, _pet [Q1H(sn0) = Q3 (s, af)

h=1

Definition 10 (empirical rational value risk). Suppose an
agent is trained by 7" episodes, each of horizon H. Let p, po
denote the transition kernel and initial state distribution of
the training environment. The empirical rational value risk
of policy 7 is defined as the average over 1" episodes:

Qh(sh-ap)] -

Qh Siuah)
t:l h=1

The gap between the expected and empirical rational value
risks, termed rational risk gap, reflects how rational an agent
is in deployment, given the behaviour in training.

We also define the asymptotic rational risk gap as below.
It helps understand the asymptotic property of an agent in
terms of rationality.

Definition 11 (asymptotic rational risk gap). Under
the same conditions of Definitions 9 and 10, we de-
fine the asymptotic rational risk gap of an agent to be

limr o0 ‘R(w) - ﬁ(w)’

“Local and immediate” perspective of rationality This
paper takes a “local and immediate” perspective for defining
rationality measures. For example, an action is defined to
be rational if this individual move is optimal in terms of the
value function, at the time. In other words, a rational agent
is not expected to have the capabilities of overlooking the
global landscape or anticipating the future, in a “global and
long-term” view. We appreciate that such a more strategic
perspective of rationality is also valuable, which is, however,
out of the scope of this paper.

3.2. Decomposition of Rational Risk Gap

We now present a lemma on the decomposition of the ratio-
nal risk gap, which indicates the sources of sub-rationality.
Lemma 2 (decomposition of rational risk gap). The rational
— R(r)
of horizon H can be decomposed as follows,

of policy w € 11 over a trajectory

risk gap ’R(ﬂ')

‘R(w) - ﬁ(w)‘ <

H

2 Z sup ’ES,LND**TQZT(S’“ a;}r) - EshND;Q;(Sha CLZ)’
h—1 well h

extrinsic rational gap
H

+2 Z sup
h—1 mell

E?;LN'D Qh S}'Ha'h

ZQh S5s 07,

intrinsic rational gap

where Dy, is the state distribution in training induced by
optimal policy 7, while D;’T is the state distribution in
deployment induced by the same policy but under different
transition kernels and initial state distribution.

This lemma suggests that the rational risk gap can be de-
composed into two components as follows:

Extrinsic rational gap: the distance between the true
value in deployment, Esh~D;=TQZ’T(sh’ az), and its coun-
terpart in training, Es, ~p: Q7 (sn, aj, ). Intuitively, it arises
from the training-to-deployment shifts, closely linking to the
more well-known sim-to-real challenge (Peng et al., 2018;
Tobin et al., 2017; Andrychowicz et al., 2020). Specifically,
changes of the transition kernel (p to p') and of initial state
distribution (pg to pg) induce different state distributions
(Dj, vs. D;‘L’T), and hence different optimal value functions

(Q; (s, af) vs. Q1 (s, a})).

Intrinsic rational gap: the difference between the ex-
pected value E,, .p: Qj, (sn,a}) and its empirical version
* Zle Q; (s}, aT), both in training. This gap is deter-
mined by the joint effects of generalisability and the online
setting of reinforcement learning, reflecting the capacity to
learn the optimal policy in a dynamic environment.

4. Rationality Theory

This section develops theory for the rational risk gap. The
theory relies on the following assumptions.

Assumption 2 (Lipschitz-continuous value). L is a pos-
itive constant. We assume that the value function V;7(+)

is L¢-Lipschitz under distance function d, for any policy
mellLhe{l,...,H}and s, 5 €S,

Vi (8) = VT (8)] < Lsd(s, 3).



Rationality Measurement and Theory for Reinforcement Learning Agents

Assumption 3 (Lipschitz-continuous transition kernel). L,
is a positive constant. We assume that the mapping from
transition kernel to the induced state distribution is L,-
Lipschitz under the 1-Wasserstein distance for any 7 € 11,

Wi (DT, DF) < L,Wi(p',p).

Assumption 4 (Lipschitz-continuous policy). Ly is a pos-
itive constant. We assume that the mapping 7 — Dj is
L-Lipschitz under the TV distance di,

sup |Eps[f] — Epe [f]| < Ludn(w,7'), Vm, 7' €Il
feln ' h

Assumption 5 (Entropy-regularised policy). We assume
that the learned policy has the following KL bound:

SugKL(Wm(' | $)llme(- [ 5)) <
se

Remark 2. These Assumptions are reasonably mild, follow-
ing Bukharin et al. (2023); Gottesman et al. (2023); Wang
et al. (2019); Schulman et al. (2018); Vieillard et al. (2020).
They mean that (1) environments are smooth with respect to
(w.r.t.) states, (2) the learned policy satisfies the smoothness
condition, and (3) the learned policy does not go too far
away.

4.1. Extrinsic Rational Gap Bound

We first study the extrinsic rational gap.

Theorem 1 (extrinsic rational gap bound). Let ’D;‘L’T, Dy
denote the state distributions in inference and training, re-
spectively. Under Assumptions 2-3, the extrinsic rational
gap over a trajectory of horizon H is upper bounded by

Zbup‘Eél ND TQh (Sh7ah) ES}LN'D;QZ(S}HCL;‘;)‘
h=1

< LyH - Wi(ph,po) + H*Ly(Ly, + 1) - Wi(p', p).

This theorem shows that the extrinsic rational gap is deter-
mined by (1) L, H - W} (1057 po) that arises from the discrep-

ancy between initial state distributions of pg and pg, and (2)
H2L4(L,+1)-Wi(p',p) caused by the difference between
transition kernels of p' and p.

A detailed proof is given in Appendix B.

Proof sketch We first decompose the extrinsic rational
gap (ERG) at time step h € [H] into two terms as follows,

sup [E,, e+ Q5 (sn. aF) — Baom; Qi (s, o)
Te

= sup B, _pe 1 Q5 (sn, 07) = Euyy @1 (50, )|
S
1
+ sup [Euy p; Q1 (1. F) — Baym; Qi (51,07
e

11

Term I arises from the distance between the state distri-
butions 'DZ’T and Dj. Under Assumption 3, this term
admits the upper bound TermI < Wi (p},po) + (h —
1)L, Wi (p',p). Term II is shown in Lemma 3 that scales
linearly with the Wasserstein distance between p and pf,
with an additional dependence on the horizon.

Lemma 3. Under Assumption 2, for any step h € [H],
the optimal value discrepancy between the inference transi-
tion kernel p' and training transition kernel p, under same
training distribution Dj, satisfies

sup |Es, ~p: Q) (sn, af)

- ]ES;LNDZ @ (sn,ap)
mell

< (H - h) Ls Wl(pTvp)'

Combining these two terms over a trajectory of horizon H,
we obtain an upper bound on the extrinsic rational gap in
Theorem 1.

4.2. Intrinsic Rational Gap Bound

We then obtain the following high-probability upper bound
for the intrinsic rational gap.

Theorem 2 (intrinsic rational gap bound). Under As-
sumptions 3, 4, and 5, let E)E{h(QH) denote the empirical
Rademacher complexity of value function class Qu with a
sequence of states s;’T = {st}I_, at time step h € [H].
For any § € (0, 1), with probability at least 1 — 0, the upper
bound on intrinsic rational gap is:

ShN’D Qh Sh, CLh

Z sup

h— 17r€

< LyH - /log | A + 229%,1(%) + 3H?
h=1

ZQh (sh,ap)

log(H/9)
o

This bound depends on the empirical Rademacher com-
plexity Z,I;Izl Ef‘ih(QH), which measures the capacity of the
value function class under finite-sample training. The term
Li+/log |A| arises from policy shift between the initial uni-
form policy and the optimal policy 7*, which scales with the
logarithm of the action space cardinality |.4|. The remaining
term is a concentration term that decays at a rate O(T~'/?),
as the number of training episodes increases.

A detailed proof is provided in Appendix C.

Proof sketch We decompose the intrinsic rational gap into
two terms:
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HMH

sup E5h~D*Qh Sh, aj) i (sh,af)
mell
1 T
< sup ESh,NDZQZ(Shv (IZ) T ZESZN’D?QZ(S]}Z?G;;)
mell =1
I
1 T
t
+sup | = > [Eyg oy Qi(shs a) — Qilshrap) ||
mell =1

I

Term I can be bounded by the following Lemma 4.

Lemma 4 (policy drift bound). Under Assumptions 4 and 5,
let A be a finite action space and w € 11 be a policy. Set
parameter o = 41og | A|/T?. At time step h € [H] over T
episodes, we have this policy drift bound,

T

N 1
sup EShNDZQh(SfHaZ) 7 Z]ES

well r=
< Ly log |.A|

Then, we obtain the upper bound for Term II.

¢ pr Qi (shoaf)

Lemma 5 (on-average generalisation bound). Let s}’ =
{st,..., s} be independent random variables with s} ~
Dyt on a space S. Define the averaged state distribution as
Dp 2 £ Zthl Drt. Forany 6 € (0,1), with probability at
least 1 — 9, we have:

sup |E;, 5, [Q5(sh, ap)] ZQh EN)
mell

H2log(1/6
< 29{(91’[) + #

Combining the two lemmas over a trajectory of horizon H,
we prove Theorem 2.

4.3. Main Result

We now obtain the main theorem on the rational risk gap
bound directly from the two previous subsections.

Theorem 3 (rational risk gap bound). Under then same
conditions of Theorems I and 2, for any 6 € (0,1), with
probability at least 1 — 0, the rational risk gap of policy
7w € Il over T episodes of horizon H can be bounded by:

|R(m) — 73(77)’ < Br - Wi(pl, po) + B2 - Wi(pt, p)

log(H/5)

H
+2LpH - \/log |A]+4) " 9,(Qn) + 6H> o
h=1

where By = 2LsH and 3> = 2H*Lg(L, + 1).

4.4. Expected Rational Value Risk Bound

We then obtain the following Corollary 4 from Theorem 3,
which establishes an upper bound on the expected rational
value risk, indicating the rationality of a learned policy.

Corollary 4 (expected rational value risk bound). Ler a®
be a rational action. Let w € 11 be a learned policy. Under
the same conditions of Theorem 1 and 2, for any § € (0,1),
with probability at least 1 — 0, we have

M=

[ESIINDZ’TQZ’T(S’“ aj,) = ESWDQTQZ’T(S;“ a’ﬁ)}

=

Il
Q L

W1<p$,po) + B - Wi(p',p) + 2L H - \/log | A|

log(H/6)
2
+4 E 9‘{;1 n)+6H o7

where By = 2LsH and 3> = 2H?Ls(L, + 1).

4.5. Sim-to-Real Transfer Challenge

Simulation is a common training ground for reinforcement
learning, which often suffers from the reality gap: a policy
that performs excellently in a simulator can fail spectac-
ularly in the real world, which differs in subtle but conse-
quential ways. The mismatch can be reflected in distribution
shifts in both observations and transition dynamics, and the
learned policy may overfit to simulator-specific quirks rather
than robust principles. This challenge is also referred to as
the sim-to-real transfer Challenge (Tobin et al., 2017; Peng
et al., 2018; Andrychowicz et al., 2020).

Our theory provides a novel and powerful lens to study the
sim-to-real transfer challenges. Specifically, the extrinsic
rational gap partially characterises this challenge and sheds
light on how to mitigate it in terms of rationality. In the
following section for experiments, we empirically study how
environment shifts would negatively influence rationality.

4.6. Asymptotic Rationality

We also directly obtain the following corollary on the asymp-
totic property of rationality.

Corollary S (asymptotic rational risk gap bound). Under
the same conditions of Theorems 1 and 2, for any 6 € (0, 1),
with probability at least 1 — 6, the rational risk gap of policy
7w € Il over T episodes of horizon H can be bounded by:

lim ‘R(ﬂ)

T—o0

H
+ 2L H - \/log [A] + 4 % (Qn),
h=1

~R(m)| < B Wa(p},po) + B2 - Wi (o', p)

where By = 2L H and 3> = 2H?Lg(L, + 1).
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4.7. Technical Novelties in Proofs

Our theory cannot be developed directly from the learning
theory developed for supervised learning or static domain
adaptation (Zhang et al., 2012; He et al., 2024). In our
reinforcement learning settings, data is generated online,
and the state distribution evolves along two coupled axes:
(i) environment shifts, caused by mismatched transition dy-
namics between the training and inference environments,
and (ii) online policy shift within environments, arising from
continual policy updates in a dynamic environment.

As a consequence, the usual i.i.d. (independent and iden-
tically distributed) assumption is violated even within an
environment that is fundamental in the mentioned literature.
The central technical challenge of this work is therefore to
define and control the rational risk gap of a reinforcement
learning agent under non-i.i.d. conditions and environment
shifts.

To address this challenge, our theory avoids assuming i.i.d.
trajectories; instead, our theory only requires episodic in-
dependence, a weaker and more realistic assumption in
reinforcement learning, as seen in Liu et al. (2022a); Wang
et al. (2019). We further introduce the Wasserstein distance
as a metric to quantify distribution shifts induced by envi-
ronment shifts and the online setting in one environment,
which enables a precise decomposition and control of the
rational risk gap in reinforcement learning settings.

5. Experiments

We conduct experiments to empirically verify our measures
and theoretical analysis.

5.1. Empirically Testable Hypotheses

A good theory can explain and suggest empirically testable
hypotheses (Lakatos, 1968; Popper, 2005). Our theory leads
to the following hypotheses.

H1: Benefits of regularisations Regularisers, such as
layer normalisation (LN) (Ba et al., 2016), {5 regularisa-
tion (L2), and weight normalisation (WN) (Salimans &
Kingma, 2016), can penalise hypothesis complexity. As
suggested in Theorem 2, the reduced hypothesis complexity
(measured here by the empirical Rademacher complexity),
which indicates a smaller rational risk gap, corresponding
to an improved rationality.

H2: Benefits of domain randomisation Domain ran-
domisation (DR) is an augmentation technique that ran-
domises parameters of the environment during training (To-
bin et al., 2017). It is supposed to improve the robustness
of reinforcement learning algorithms against distribution
shifts across environments. As suggested in Theorem 1, this

Taxi Cliff Walking
0 0

© - ]

a ~1000 4 2000

5 = —

Y ~2000 4 — L2 — L2
— LN = J — LN
— WN 6000 — WN

6 560 1060 15‘00 6 IOIOO ZOKOO
Episode Episode

Figure 1. Reward curves of DQN under different regularisation and
domain randomisation techniques in Taxi-v3 and Cliff Walking
environments.

further improves the rationality.

H3: Deficits of environment shifts Theorem 1 suggests
that environment shifts enlarge the rational risk gap, as
quantified by the 1-Wasserstein distance between transition
kernels W (p, p') and initial state distributions W (po, pg).
Consequently, this means larger environment shifts lead to
worse rationality.

5.2. Implementation Details

We present major implementation details below. Full details
are given in Appendix D.

Environment setups Two popular Gym environments are
employed in our experiments: Taxi-v3 (Dietterich, 2000)
and CIiff Walking (Sutton & Barto, 2018). We modify
their environment dynamics to create two distinguished,
training and inference settings. For the training environ-
ment, we choose the action randomisation rate from 0% to
70%, whereby the environment may override the agent’s
learned action with a random action. The inference environ-
ment takes the original environment without randomisation.
Agents are trained under a non-zero probability of action
randomisation, and then evaluated in the inference environ-
ment. In this way, we simulate distribution shifts between
the training and inference environments.

Reinforcement learning algorithm We employ a typical
reinforcement learning algorithm, Deep Q-Network (DQN)
(Mnih et al., 2013) with softmax action selection, in our
experiments.

Training implementations Agents are trained on a
finite number of challenge levels, with the proba-
bilities of executing a random action chosen from
{0%, 10%, 30%, 50%, 70%}. All results are averaged over
five independent runs, with standard deviations reported as
shaded regions.
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Figure 2. Rational risk gap of DQN under different regularisation and domain randomisation techniques in Taxi-v3 and Cliff Walking

environments.
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Figure 3. Rational risk gap of DQN across different environment
levels in Taxi-v3 and Cliff Walking environments. We evaluate
DQN under increasing challenge levels of training environments
(0%, 10%, 30%, 50%, 70%), presenting the probability of action
randomisation during training.

Experiment design For verifying Hypotheses H1 and H2,
agents are trained in both environments with challenge level
of 25% and evaluated in the original environments. We re-
peat experiments with different random seeds and compare
rational risk gaps across methods. For Hypothesis H3, we
fix the DQN’s hyperparameters and vary challenge levels in
{0%, 10%, 30%, 50%, 70%}, constructing different transi-
tion kernels. We repeat experiments and measure rational
risk gaps in original environments.

Justification Our experiment settings ensure that the ac-
tual value functions are accessible, enabling rigorous empir-
ical verification of our rationality measures and theory. A
more detailed justification is in Appendix D.1.

Reproducibility The code is available at

https://github.com/EVIEHub/Rationality.

5.3. Experimental Results

All setups run reasonably well in terms of reward, as shown
in Figure 1. This ensures that our experiments are for ratio-
nality, controlling irrelevant variables.

H1: Regularisation Figure 2a illustrates the benefits of
regularisation on DQN across the considered environments.
In both environments, /> regularisation consistently reduces
rational risk gap; layer normalisation provides a stronger
control in Taxi-v3 environment; and weight normalisation is
more effective in the Cliff Walking environment compared
to vanilla DQN.

H2: Domain randomisation Figure 2b illustrates the ben-
efits of domain randomisation on the rationality. Compared
to the DQN baseline, domain randomisation effectively re-
duces the rational risk gap in both environments, especially
in the Cliff Walking environment.

H3: Environment shifts Figure 3 reports the rational risk
gap of DQN under different challenge levels of training
environments. Rational risk gap shows a clear, positive cor-
relation with the challenge levels, which fully supports the
hypothesis that environment shifts are harmful to rationality.

6. Conclusion

We introduce a rationality framework for reinforcement
learning agents, an understudied but increasingly impor-
tant lens for interpreting Al behaviour. We mathematically
define perfectly rational actions, and quantify bounded ra-
tionality by a rational risk gap. The rational risk gap admits
a clean decomposition into an extrinsic component , and
an intrinsic one, each controlled by an upper bound. These
bounds yield concrete practical implications: regularisation
and domain randomisation can reduce intrinsic irrational-
ity, while environment shift predictably worsens extrinsic
irrationality. Comprehensive experiments support these pre-
dictions, collectively validating our theory.
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A. Notation

Table 1. Notation

Description

Dt
Th
Vir(s)
Qh(s;a)
Vi i(s)
w(s,a)
7?h(7r)

Ry ()
R(m)

State space

Finite action space

Cardinality of action space

Horizon length

Number of training episodes

State at step h of episode ¢

Stochastic policy, mapping states to action distributions
optimal policy under transition kernel p'

Policy used in episode ¢

Transition kernel of the training environment

Transition kernel of the inference environment

Initial state distribution of the training environment

Initial state distribution of the inference environment

State distribution at step & induced by policy 7 under p

State distribution at step h induced by policy 7 under p'
Reward function at step h

Value function of policy 7 at step h under transition kernel p
Action value function of policy 7 at step h transition kernel p
Value function of policy 7 at step h under transition kernel p!

Action value function of policy  at step h under transition kernel p’

expected rational value loss of policy 7 at step h
empirical rational value loss of policy 7 at step h
expected rational value risk of policy 7

empirical rational value risk of policy 7

Class of value functions O : S — R
Rademacher complexity of Qp

Empirical Rademacher complexity of Qp
1-Wasserstein distance between transition kernels
Lipschitz constant of value functions w.r.t. states

Lipschitz constant of induced state distributions w.r.t. transition kernels

Lipschitz constant of induced state distributions w.r.t. policy

Asymptotic complexity notation

B. Proof of Theorem 1

In this section, we prove the extrinsic rational risk bound in Theorem 1. We define the integral probability metric (IPM).
Definition 12 (IPM). Let O; C {f : S — R} be a class of bounded measurable functions. For any probability measures

u, v on S, the integral probability metric (IPM) induced by Oy is defined as

‘We now restate our Lemma 3.

Doy (p,v) £ sup |E.[f] — E.[f]].

11
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Lemma 3. Under the assumption 2, for any step h € [H], the optimal value difference between the inference transition
kernel p' and training transition kernel p under same training distribution Dy satisfies

sup ES,LND;;QZ’T(Sh, ap) — Eg,~p: QL (sh, aZ)’ < (H — h) Ly Wi (p', p).
S

Proof. Forany h € {1,...,H} and any s € S, the Bellman expectation equations give

Qi(svaf) = mls.al) + [ Vi () p(a’ | )
and
Q' (s, af) :Th(s»a;;)+/SV;_;_T1(8/)pT(dS' | s,af).
Subtracting the two equations yields
S ah) Qh(s a’h)
/ Vh T(ds' | s,a]) / Vi1 (s") p(ds' | s,af;).

Adding and subtracting [ V;7, | (s") p'(ds’ | s,a]) inside the integrand gives
Q:T(& CLZ) - QZ(Sv CLZ)
= [V = Vs [l + [ Vi) (0 = 9@ | s.af),

Since V;T, (+) is Ls-Lipschitz, by the Kantorovich-Rubinstein duality,

sup < L Wi(p',p).

mell

/Vh+1 P —p)(ds | s, ap)

Taking absolute values and using Jensen’s inequality,
037 () = Qi) < | Vi)~ Vs (1@ | s.af)
+ Ls Wl( D )

Hence, forany h € {1,..., H},

sup SUP|Qh s,ap) — Qj(s, ah)| < sup SUP|Q}L+1(3 ah+1) Q2+1(3a02+1)|

well seS well s
We now prove by backward induction on h. For all h € {1, ..., H}, we first assume that
sugsug’@ s.ap) — Qn(s,ap)| < (H — h) Ly Wi(p', p). (2)
mell se

By the terminal condition V7, (-) = VH”’L (-) =0, we have

sup Sup|QH S ah) Q*H(Sv aZ)‘
Tell seS

= sup sup’/ VHL Np'(ds'|s,a}) /VH+1 "Np (ds’\s,aﬁ))’ =0.
well seS

12
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Moreover, note that the RHS of (2) at h = H equals
(H - H) LS Wl(pf7p) = 07

so (2) holds for h = H + 1.
Fix any h € {1,..., H}. Assume that (2) holds at time h + 1, i.e.,

sup suglcz;il(s,azf,) — Qpar(s,al)| < (H —h—1)LyWi(p',p). 3)
mell se

Applying the recursion (1) and then substituting (3), we obtain

sup sup|QZ’T(s, a) — Q7 (s, a2)| < sup sup|QZ'j_l(s, ap) — Qf41(s, a}{”
well seS well seS

+ L Wy (pT’p)
< (H —h—=1)L;Wi(p',p) + Ly Wi (p", p)
= (H — h) Ly Wi (p',p).
This proves that (2) holds at time & whenever it holds at time h + 1.

By backward induction from h = H + 1 down to h = 1, (2) holds forall h € {1,..., H}.

The final claim follows since

sup Eonp; Q) (55, 07) = Ee,op; Q7 (51, a?{)‘
TE

< sup sup| Q' (s,af) — Q; (s, af)|
well seS

< (H —h) Ly Wi (p', p).

We are ready to prove the upper bound on the extrinsic rational gap in Theorem 1.

Theorem 1 (extrinsic rational gap bound). Let D;’T, Dy, denote the state distributions in inference and training. Under
Assumptions 2—3, the extrinsic rational gap over a trajectory of horizon H is upper bounded by

S sup [E,, per @3 (50, 07) = Eoy oy Qi (s, aF)|
h—1 mell v R
< LyH - Wi(ph, po) + H2Ly(Ly + 1) - Wi (p', p).

Proof. We simply add and subtract sup,.cp ‘EShND;‘TQ;7T(Sh7 afy) — Es,~; Q} (5h, a;{)‘ to these two terms.

sup ‘ES,LND;*QZ’T(% ap) = Boynp; Q1 (sh; CLZ)‘
TE )

ES},,N’DZ'TQ;:T(S}U aThr) - EShNDZ Q;’T(sh, aZ)‘

= sup
well
I
+ sug ES,LND;LQZ’T(S;“ ap) — IES,LND;QZ(Sh,aZ)‘ )
mE

I

Term 1. This term describes the discrepancy of distributions induced by the difference between two different transition
kernels p' and p as well as the initial state distributions pg and pog.

13
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According to the definition of IPM, the first term sup, < ES}LND;,T Q,*L’T(sh, aj) — E,,~p; QZ,T (sn, aF)| satisfies:
Slelg ]ES,LND;"’TQ:T(S}H a;lr) - ]EShNDZ,QZ’T(Sha CLZ) < DQH (’D;:’Tv D;)
. ,

To relate this to the difference between kernels p' and p, we use Assumption 2, which assumes that every f € Qp is
L-Lipschitz. By the Kantorovich—Rubinstein duality, this obtains

Do, (D}, D) < Ly Wi(D; T, D}).

According to Assumption 3, we can bound the distribution shift by the 1-Wasserstein distance of initial state distributions
and transition kernels:

Wi(Dyt, D) < sup Wi (pl(s), po(s)) + Ly sup  Wi(p(- | s,0), p(- | 5,0))
SES (s,a)eSxA

= Wi(pf,po) + (h — 1)L, Wi (p', p).

Thus, the environment shift is bounded by:

Sup|E,, e 13 (50, 0F) — Baom; Q1 (1. 7)| < LWr(0)oo) + (h = DLL Wi (') )
S v

Term II. This term quantifies the shift introduced by the difference between the transition kernel p' in inference and the
transition kernel p in training. Based on the lemma 3, we have

sup EShND,*LQZ’T(ShaaZ) - EshNDZQ;(ShaaZ)’ < (H - h)stl(erap)' Q)

mell

Combining these two bounds of 4 and 5,

> sup [E,, oyt Q3 (51 0F) — Euy oy Qi (o107
h—1 me .

H
h=1

< LyH - Wi(ph,po) + H*Ly(Ly, + 1) - Wi (pT, p),

which concludes the proof. O

C. Proof of Theorem 2

In this section, we prove the upper bound on the intrinsic rational gap in Theorem 2.
Lemma 7. Under Assumption 5. Let A be a finite action space. Assume w1 (- | s) is uniform over A for all s € S, and for
some a > 0, sup,cs KUmq1 (- | ) [[m(- | 5)) <o, Vt=1,...,T — 1. Thenforall t > 1,

t—1

dn(r*,m) < dnp(r*,m) + Zdl‘[(ﬂt.ﬂ,_l,ﬂ't)

=1

log | Al \/(t—1)2a
e, [T

Proof. By definition, for any s € S, the total variation distance dyy (-, -) is a metric on the probability simplex over .4, and
satisfies the triangle inequality. Therefore, for any s € S,

dn(7" (- | 5),m(- | 8)) < dn(n”(- | s),m( | ) + idﬂ(ﬂ'i-&-l(' | 5),mi(- | 5))-

i=1

14
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Taking the supremum over s € S on both sides obtains

-1
(7, m) < dn(n”,m) + Y du(mig, m). Q)

i=1

Since 71 (- | s) is uniform over A for all s € S, we have for any s,

m(a|s)

KL(7*(- | s) || w1 (- Zﬂ' (a|s log
0
log|A|—|—Z (a|s)logm*(a]s))
acA
< log| A,

By Pinsker’s inequality, for any s € S,

dnln* (-1 9),m(19) < KU 9 [ 1) < 4/ 24

Taking the supremum over s, we have
log |A|

5 (N

dr(7*,m) <

By assumption, foralli =1,...,t —1,

supKL{rmia(-|8) (- | ) < o

Applying Pinsker’s inequality again, we obtain for each i,

dr(miq1, ™) = sup Dyy(miga (- | ), mi(- | 5))

seS
(0%
< sup \/ S KL(mi1 (- | ) [ (-] 5)) < s
seS

Consequently,
t—1
a t—1)2«
Y dn(mipr,m) < (E-1)y/5 = % (®)
i=1

Combining the bounds 6, 7 and 8, we conclude that

1 t—1)2
ntar my < /2L [P

which completes the proof. O

Then, we restate and prove the policy drift bound in Lemma 4.

Lemma 4 (policy drift bound). Under Assumptions 4 and 5, let A be a finite action space and w € 11 be a policy. Set
parameter o = 4log | A|/T?. At time step h € [H] over T episodes, we have this policy drift bound,

T

1
EShNDZ QZ(SfH @Z) - 7 Z EstND;{‘ QTL(SIEN a;zr)

sup R
t=1

mell

< Liy/log | Al

15
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: . * T 1 T * (ot T :
Proof. This term, sup,.cy ‘ES,LND;Q,L(S;“ ap) — 7 21 B wpm Qi (s}, ah)‘, measures the discrepancy between the

state distribution Dj induced by the optimal policy 7* and the state distributions {Dy* }T_, induced by the learned policy 7;
over 7' training episodes.

We apply the IPM definition:

sup |Es, ~p: @}, (sn,ap) — ]ESZND;?QZ(SZ,GZ) < Du(Dy,D;t), Vi=1,---,t—1

mell

According to Assumption 4 and by the triangle inequality, we have

Slellr)[ Es,~p; @, (sn, ap,) — ZES~D Q7 (51,5 a7)
T
1 * T * ™
= Slellr?[ T Z (EShNDZQh(Sha ap) — Ey: opre Qh(8h ah))|
i t=1
1 I
< 13 (50 [Boms @iton, ) ~ B o @i, )
t=1
1 I
< T ZDQH(D:L?D;?)
t=1
L
<

T t-1
1
<Lp (dn(ﬂ* T +TZZdH i1, T )

t=2 i=1

We apply Lemma 7 to bound the dry(7*, 7 ), which decomposes the distance to the optimal policy into two components: the
discrepancy between initial policy 71 and optimal policy 7*, and the cumulative step size of policy updates, each constrained
by the KL divergence.

For some o > 0, sup,cs KU(m1(- | s) || m(- | 8)) <o, Vt=1,...,T. According to Lemma 7, we have:
t—1
dn(7*,m) < dn(n”,m) + Y du(mi, ™)
i=1

log | Al \/(tnza
o, [T

T T
In, o A | Ln <~ [~ 1%
T 2 () S I S ) T

t=1 t=2

/log |A T2
< Lq Og2| | + L Sa.

Then, we set the parameter a = 4 log | A|/T? and obtain:

Therefore,

X

T
Tng (%, m) < Lipy/log | A,

and completing the proof. O
We now define the Rademacher complexity on a function class F.
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Definition 13 (Rademacher complexity). Let 7 C RS be a function class and s*™ = (s', ..., s™) be independent samples
drawn from a distribution over S. Let o™ = (o1, ..., 0™) be independent Rademacher random variables. The Rademacher

complexity of F is defined as
sup — Z o ] .

fer i

R(F) £ EgrnEgion

We then restate the on-average generalisation bound in Lemma 5

Lemma 5 (on-average generalisation bound). Lets}” = {s},..., s} } be independent random variables with s} ~ D}*

on a space S. Define the averaged state distribution D, = % Zthl Dy, and the Rademacher complexity R(Qn) of value
Sfunction class Q. For any 6 € (0, 1), with probability at least 1 — 0, we have:

H?log(1/9)

< 2R(Qn) + 5T

sup EShNDh [Qh Shy ah
mell

Sh,ah

HMH

Proof. The proof follows the classical symmetrisation techniques. We define

T
@(8,1“ ey S,}Z;) £ sup {EshNDh [f(sh)] - %Z f(SZ)} .

feQn =1
Let 3}, ...,5} be an independent ghost sample with 5} ~ Dj*. Since
1 st
E,, 5, [f(sn)] =Ea ST Z G|
=1

we have

Jensen’s inequality gives

T
]E[‘I)] < Esl sT ]E§1 5T | Sup — ))
ot Bt [ s 7304
Introduce independent Rademacher variables o1, . .., ;. By symmetry,
T
Es;,...,sg[ &l 4T LSEUQPH z:: (sh) ))H
1 Z
t t =t
<Eg o [Baar lEaer LSEUQPH <T;0 (f(sh) —f(Sh))ﬂH
T
<2E 1TE T | sup — o
fEQn ; ‘|
R(Qn). ©)
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Then, we apply McDiarmid’s inequality. In EMDP with bounded reward 0 < 7, < 1, the value function satisfies that
0 <|f(s) — f(s")] < H. Replacing a single sample s, to s, we have
1 £ (sh) = (50l

<
T =

el

f(s}) by at most

[M]=

t=1

Hence ®(s},, ..., s}) satisfies bounded differences with ¢; = H/T. Therefore,

2¢? 2T¢?
Pr((I) —E[®] > 5) < exp (—T> = eXp<— > .
PO H?

Setting the Right-Hand Side (RHS) equal to ¢ obtains

H?log(1/4)

- 2T '
Combining this with E[®] < 29R(Qp) in equation (9) obtains the high-probability inequality, and we conclude the
proof. O

We combine the upper bound on policy drift in Lemma 4 and the above bound in Lemma 5 to prove the restated Theorem 2.

Theorem 2 (intrinsic rational gap bound). Under Assumptions 3, 4 and 5, let Sffih(Qn) denote the empirical Rademacher
complexity of value function class Qi with a sequence of states s}T = {st }1_, at time step h € [H]. Forany § € (0,1),
with probability at least 1 — 0, the upper bound on intrinsic mtional gap is:

H T
hZ:l:gIr)I Es;LND*Qh Shy @p) TZ:: Shaah
ul log(H/5)

Proof. Taking the supremum over f € QO and using the triangle inequality, we obtain

T T

1 1
sup |Eq,~pr f(sn) — = Y f(sh)| < sup |Eg,p; f(sn) — = > Eq, wpr f(s},)
feon| " T; " o T; we Pyt
Term I
1
SN (B, e f(sE) — f(st ) : 10
+ sup th_jl( o F(55) = £(s}) (10)
Term 11

Under Assumptions 3 and 4, we have

Term I < Ly/log |Al. (11)

Applying Lemma 5 with the independent (non-identical) sample s?, ..., s! and the averaged source distribution Dj,, we
obtain that for any ¢ € (0, 1), with probability at least 1 — 4,

H?log(1/9)

<
Term IT < 2R(Qn) + 5T

(12)

where the Rademacher complexity is

%(QH) £ ]ES}L:T lEa1 T

oy 15|

fEQH
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We now replace (Qr) to the empirical Rademacher complexity with a sequence of states s+7 = {s! }7_,.

T
T 1
m(Ql‘h Sl:T) S Egir | sup — Of’f(st) -
" feon T tZ:; h
By definition, R(Qrq) = Es};T [%(QH, S}L:T)].

Replacing a single sample s, can change S1(Qx) by at most H/T, since |f(s) — f(s')] < H for all f € Qr;. Hence, by
McDiarmid’s inequality, for any € > 0,

N . N . 2Tc?
Pr (Es}l,.“,s; [m(grhs}lfT} - m(ansll—L.T) > E) < exp (_ ° > .

Setting e = H % and recalling that R(Qr) = Egi.r [9%(Qm1,s1°T)], we obtain that with probability at least 1 — J,

H?log(1/9)

5T (13)

[93(Qn) — (57| <2

Combining (12) and (13), and using a union bound over the two probabilistic events, we obtain that with probability at least
1-46,
H?log(1/4)

< 04
Term IT < 2R, (Qn) + 3 5T

(14)

Substituting (11) and (14) into the decomposition (10), we conclude that with probability at least 1 — 4, for all h € [H],

T
Zsup NDfSh 7?2 <Z[LH\/W+29% QH)+3H\/@

h=1/€Cn h=1

S log(H/5)
< LuH - /log[ Al +2 ) R(Qu) + 312|252,

h=1

We complete the proof.

We restate the Corollary 4, which can be directly derived from our Theorems 1 and 2.

Corollary 4 (expected rational value risk bound). Let a® be the rational action, and let m € 11 be any policy learned from
the training environment. Under the setting of Theorems 1 and 2, for any 6 € (0, 1), with probability at least 1 — ¢, we have

H
[ESWD 1Q1 (snyaR) =By pe 1 Q3 (s, a’ﬁ)}

>

=1
< By - Wi(ph,po) + B2 - Wi(p!,p) + 2L H - \/log | A|

log(H/4)

43 "R 6H?
+ ’; n(Qm) + o7

where 31 = 2L H and 35 = 2H2L3(Lp +1).

Proof. We prove the result by bounding the expected rational value risk to the same form as the rational risk gap.

By optimality of 7°, for any policy 7 € II we have
T
1 * 0t ™
Z Qh(sh»ap) Qh(shuah)] > 0.
r=
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Adding it to the expected rational value risk has
T T
ES;LND;’TQh (S}ua;}l) _Es;LND;’TQh (ShaaZ)

< ES} ND*’TQZ7T(Sh’ CLZ) o Es; ND**TQZ7T(3h7 CLZ)
ZQh Slnah ZQh Sh,ah

By regrouping terms and applying the triangle inequality, we obtain

EShND:'TQZ}T(sh’ GZ) - EShND*’TQZ’T(sha a;)

<2sup |E
mell

*TQh (Shaah —*ZQh sh,ah)

It has the same decomposition as the rational risk gap,

H
> Byt @5 (s0007) By _pt @i(snsaf)|

h=1

H
<2 swp ‘EshND*‘*QZ’T(Shv ay,) = B, ~p; @, (sn, af)
h=1 €U "

environment shift
H

+225up

h=1 7€

shND Qh 8h7ah Sh7ah

HMH

intrinsic rational gap

Applying Theorem 1 to the environment shift term and Theorem 2 to the intrinsic rational gap term completes the proof. [

D. Additional Details of Environments

This appendix presents the tables describing the environments and their division into training and inference settings. Table 2
summarises the key differences across environments, including state and action space dimensions. Tables 3 and 4 show the
state components for Taxi-v3 and Cliff Walking environments.

Table 2. Environment information

State Space Action Space  Reward Space
Taxi-v3 S e{0,...,499} Ae{0,...,5} RCR
CliffWalking-v0 S €{0,...,47} A€{0,...,3} rCR

Table 3. State description for Taxi-v3.

Index State Component Description

0 Taxi row position Discrete grid row index

1 Taxi column position Discrete grid column index

2 Passenger location ~ One of four landmarks or in taxi
3 Destination One of four landmarks

Environment shifts in training and inference. Since the original Taxi and Cliff Walking environments do not distinguish
between training and inference settings, we introduce an action randomisation mechanism with probability 0 < e < 1 to
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Table 4. State description for Cliff Walking.

Index State Component Description
0 Agent row position Discrete grid row index
1 Agent column position  Discrete grid column index

Algorithm 1 Action randomisation for training and inference environment

Require: Base transition kernel p' (- | s, a), number of states n,g, number of actions n 4, slip probability ¢ € [0, 1]
Ensure: Training transition kernel p(- | s, a)

: Compute averaged transition kernel

1

2: fors=0,1,...,ng — 1 do

3:  Initialise empty kernel p(- | s)

4. fora=0,1,...,n4 —1do

5: for all (p, s, r,done) € p'(- | s,a) do

6: p(s’',r,done | s) < p(s’,7,done | s) + ﬁp
7: end for

8: end for

9: end for

10: Randomise actions
11: fors=0,1,...,ng —1do
12. fora=0,1,...,n4 —1do

13: Initialise empty kernel p(- | s, a)

14: for all (p,s’,r,done) € pf(- | s,a) do

15: p(s’,r,done | s,a) < (1 —¢€)p

16: end for

17: for all (¢, s, r,done) € p(- | s) do

18: p(s’,r,done | 5,a) < p(s’,r,done | s,a) +eq
19: end for

20:  end for

21: end for

22: Output: p

construct two distinct transition kernels, p and p. During training (¢ > 0), the environment executes the agent’s chosen
action with probability 1 — ¢ and replaces it with a uniformly random action with probability €, which leads to a perturbed
transition kernel p. During inference (¢ = 0), no action randomisation is applied, and the agent is evaluated under the
original transition kernel p'. The pseudo-code for constructing the training transition kernel is provided in Algorithm 1.

D.1. Additional Details of Experimental Settings

Hyperparameters. We report the hyperparameters of DQN used in our experiments. All other hyperparameters are left at
their default settings.

Computing the actual value functions QZ’T (+,-) and Q5 (-, -). The tabular setting allows us to compute the actual value
functions under both the inference and training environments, which is generally intractable in non-tabular reinforcement
learning settings. We compute QZ’T and )}, exactly by backward induction and derive the corresponding optimal policy 7*.
To match our experimental setting, we further implement the optimal policy using a softmax parameterisation with a fixed
temperature.

Justification on calculating expected rational value risk and rational risk gap The selected environments provide
access to the state distributions in both training and deployment, which enables the calculation of the expected rational value
risk, and further the rational risk gap.
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Table 5. Hyperparameters for Deep-Q Network.

Hyperparameters

Batch size 64
Replay buffer size 50,000
Softmax temperature 7 1077
Episodes 5,000
Warm-up steps 1,000
Learning rate 0.001
Target network update period 500
Optimiser Adam
Hidden dimension 128
Initial exploration rate 1.0
Final exploration rate 0.05

Exploration decay episode 3,000

D.2. Additional Empirical Results

In this section, we present the reward curves and empirical rational value risk of DQN across five challenge levels of the
Taxi-v3 and Cliff Walking environments in training, as shown in Figure 4 and Figure 5. They indicate that (1) the training in
all cases is running well, and (2) rationality has a negative correlation with the environment shifts.

Taxi Cliff Walking

0 - 0 1
-E _— t%a%/sline —~2000 - _— ?gg/fline
o — 30% — 30%
—1000 -~ — 50% — 50%

= — 70% —4000 - — 70%
i

T T T —8000 - T T T

0 2000 4000 0 2000 4000

Episode Episode

Figure 4. Reward curves of DQN across different environment levels in Taxi-v3 and Cliff Walking environments. We evaluate DQN under
increasing challenge levels of training environments (0%, 10%, 30%, 50%, 70%), presenting the probability of action randomisation
during training.
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Taxi Cliff Walking
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Figure 5. Empirical rational value risk of DQN across different environment levels in Taxi-v3 and Cliff Walking environments. We
evaluate DQN under increasing challenge levels of training environments (0%, 10%, 30%, 50%, 70%), presenting the probability of action
randomisation during training.
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